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ABSTRACT

Missing observations at airports can cause delays in commercial and general aviation in the United States

owing to Federal Aviation Administration (FAA) safety regulations. The Environmental Modeling Center

(EMC) has provided interpolated temperature data from the National Oceanic and Atmospheric

Administration’s Real-Time Mesoscale Analysis (RTMA) at airport locations throughout the United States

since 2015, with these data substituting for missing temperature observations and mitigating impacts on air

travel. A quality assessment of the RTMA is performed to determine if the RTMA could be used in a similar

fashion for other weather observations, such as 10-m wind, ceiling, and visibility. Retrospective, data-denial

experiments are used to perform the quality assessment by withholding observations from FAA-specified

airports. Outliers seen in the RTMA ceiling and visibility analyses during events meeting or exceeding in-

strument flight rules suggest the RTMA should not be substituted for missing ceiling and visibility observa-

tions at this time. The RTMA is a suitable replacement for missing temperature observations for a subset

of airports throughout most of the CONUS and Alaska, but not at all stations. Likewise, the RTMA is a

suitable substitute for missing surface pressure observations at a subset of airports, with notable exceptions

in regions of complex terrain. The RTMA may also be a suitable substitute for missing wind speed obser-

vations, provided the wind speed is#15 kt (1 kt’ 0.51m s21). Overall, these results suggest the potential for

RTMA to substitute for additional missing observations while highlighting priority areas of future work for

improving the RTMA.

1. Introduction

Adverse weather conditions are often responsible for

extensive flight delays, cancellations, and diversions,

which create hardships for travelers and financial losses

for the aviation industry. According to the Federal

Aviation Administration (FAA) Operations Network

(OPSNET), 67.4% of the ‘‘delay events’’ recorded in

2018 were due to weather (OPSNET 2019). In addition,

there were 40 weather-related accidents in fixed-wing

aircraft in 2015, of which 31 had fatalities (AOPA Air

Safety Institute 2018).

To ensure the safe operation of aircraft in the National

Airspace System, the FAA maintains guidelines for

weather observations, which are satisfied at most airports

via the Automated Surface Observing System (ASOS)
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and Automated Weather Observing System (AWOS).

Failures of these automated sensors result in addi-

tional delays and cancellations, even when the ambient

weather conditions would not suggest an impact on air

travel. For instance, a flight from Columbus, Georgia, to

Atlanta, Georgia, on 1 March 2018 was delayed for

401min due to an automated sensor failure and the

subsequent timeout of the flight crew.

According to an early 2015 letter from Airlines for

America, an airline industry trade association and lob-

bying group, temperature was the missing element in

85% of the missing weather observations impacting

aircraft operations (McGraw 2015). To minimize the

impact of missing temperature observations on aircraft

operations, the FAA determined that the Real-Time

Mesoscale Analysis (RTMA) temperature information

is a legal substitute for a missing temperature report

(FAA 2016). Shortly thereafter, the National Centers

for Environmental Prediction (NCEP) Environmental

Modeling Center (EMC) began providing temperature

data interpolated from the RTMA product grid at air-

port locations across the United States (viz., the airport

weather status list) to serve in lieu of missing tempera-

ture observations. Since the airport weather status list

was implemented in July 2015, there has been interest in

expanding the airport weather status list beyond 2-m

temperature to include additional variables of interest to

the aviation community, including 2-m dewpoint tem-

perature, surface pressure, 10-m wind, 10-m wind gust,

ceiling, and visibility. The purpose of this study is to

assess the quality of RTMA operational products for a

subset of the aforementioned fields, which may allow

for a future expansion of the airport weather status list.

The RTMA is an hourly, two-dimensional variational

(2D-Var) analysis system that produces analyses of

sensible weather elements (De Pondeca et al. 2011;

Pondeca et al. 2015) using the NCEP Gridpoint Statistical

Interpolation (GSI; Wu et al. 2002) package.1 The

2D-Var algorithm produces an analysis by minimizing a

cost function that measures the deviation between the

current solution and both the background and obser-

vations, weighted by their respective error covariance

matrices. For an in-depth explanation on the analysis

procedure, see De Pondeca et al. (2011). The analysis

system is run over domains that encompass the con-

tiguous United States (hereafter, CONUS), Alaska,

Hawaii, Puerto Rico, and Guam (Fig. 1). The RTMA is

used predominantly for situational awareness and pro-

vides analyses of 2-m temperature, 2-m specific humid-

ity, 10-m wind, 10-m wind gust, surface pressure, ceiling,

visibility, and cloud cover. The RTMA was developed

in response to growing demands for the NWS to pro-

duce high-resolution meteorological analyses, with one

goal being to assist NWS forecasters in populating

the National Digital Forecast Database (NDFD; Glahn

and Ruth 2003) grids. The first version of the RTMA

was developed as an initial step toward building the

Reanalysis of Record (Horel and Colman 2005) and was

implemented operationally in 2006.

The RTMA is designed to closely fit observations,

more so than a traditional data assimilation scheme,

as the analyses are not used to initialize subsequent

model forecasts. Dynamical balances, which are very

important to a model’s initial conditions, can therefore

be somewhat relaxed in the RTMA. Knopfmeier and

Stensrud (2013) compared 2-m temperature, 2-m dew-

point, and 10-m wind analyses produced by an ensemble

adjustment Kalman filter (EAKF) with those generated

by the RTMA in order to quantify the impact of meso-

net observations on analysis quality and found lower

root-mean-square (RMS) innovations2 in the RTMA

for temperature and dewpoint, suggesting the RTMA

provides a better fit to the observations for those fields,

but not winds. Ancell et al. (2014) compared surface

temperature and wind analyses from the ensemble

square root filter (EnSRF) and RTMA, hypothesizing

that the EnSRF analyses would be superior to the

RTMA analyses owing to the use of flow-dependent

error covariances. The RTMA temperature analyses

were slightly more skillful than EnSRF analyses, con-

sistent with the results in Knopfmeier and Stensrud

(2013) when using the EAKF. The wind analyses pro-

duced by both variants of the EnKF were superior

to those produced by the RTMA. This is likely attrib-

utable to the fact that the RTMA is a univariate 2D-Var

analysis system that relies principally on a static back-

ground error covariance. The EAKF and EnSRF both in-

corporate flow-dependent and multivariate error covariances,

1 Analyses from the RTMA are valid at the top of the hour and

are typically available 43, 38, 34, and 33min after analysis time for

the CONUS, Alaska, Hawaii, and Puerto Rico domains, respec-

tively. A companion system, the Unrestricted Mesoscale Analysis

(URMA), is run 6 h after the RTMA to assimilate late-arriving

observations and is used for calibration and validation of the

National Blend of Models (NBM; Gilbert et al. 2016). Along with

the fields analyzed by the RTMA, URMA provides analyses of

significant wave height (Hs) over oceans and minimum/maximum

temperature (once daily). In addition, the Rapid Update RTMA

(RTMA-RU) produces analyses every 15min over the CONUS

grid (valid at the top of the hour and 15, 30, and 45min afterward)

with a special focus on aviation applications; these analyses are

available ;13min after analysis time.

2 ‘‘Innovation’’ refers to the difference between the model sim-

ulated observation and the observation.
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which likely improved the wind analysis relative to the

2D-Var RTMA system.

While the RTMA is designed to provide a close fit to

observations, all observations do not contribute equal

value to the analysis. Tyndall and Horel (2013) used

the adjoint of a 2D-Var surface analysis to objectively

quantify the impact of nearly 20 000 surface observa-

tions using a sample of 100 analyses spanning 25 high-

impact weather events. When considering individual

analyses, high-impact observations coincided with re-

gions of significant weather where the observed con-

ditions were not accurately resolved in the background

fields. Over the entire study period, observation im-

pact was found to be a function of the observation

density and local weather variability. Moreover, data

denial experiments have shown that removing up to

75% of mesonet observations from EnKF analyses

resulted in only nominal decreases in analysis quality

as measured by RMS innovations (Knopfmeier and

Stensrud 2013).

The results inTyndall andHorel (2013) andKnopfmeier

and Stensrud (2013) suggest that the RTMAmay be able

to provide skillful results in the absence of a subset of

METAR observations. This study performs a quality

assessment of the RTMA via retrospective, data denial

experiments, with a goal of determining if the RTMA

could substitute for missing weather observations be-

yond temperature and further limit the impact of auto-

mated sensor failures on aircraft operations. Section 2

describes the data and methods. Section 3 presents re-

sults for the RTMA ceiling, visibility, temperature,

surface pressure, and wind analyses. Section 4 provides

the summary and discussion, including avenues for

future work.

2. Data and methods

a. RTMA

The background, or first guess, for theRTMACONUS

domain is derived from the most recent forecast (typi-

cally 1 h) from the downscaled High-Resolution Rapid

Refresh (HRRR; Alexander et al. 2015) for all fields,

with the exception of temperature, surface pressure, and

FIG. 1. Boundaries of the RTMA CONUS, Alaska, Hawaii, and Puerto Rico domains are

outlined in red. The boundary of the RTMA Guam domain is not shown.
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moisture. These three fields are a blend of the down-

scaled HRRR and the most recent downscaled 3-km

North American Mesoscale (NAM; Carley et al. 2017;

Rogers et al. 2017) CONUS nest forecast valid at the

analysis time. Since the HRRR and NAM nest do-

mains do not cover the full RTMACONUS domain, the

most recent forecast from the Rapid Refresh (RAP;

Benjamin et al. 2016) is used to fill gaps along the edges

of the domain. Similarly, the RTMA Alaska domain

leverages the most recent forecast from the downscaled

RAP for all fields, with the exception of temperature,

surface pressure, and moisture, which are a blend be-

tween the downscaled RAP and the latest forecast from

the downscaled 3-kmNAMAlaska nest. Beginning with

RTMA version 2.7, first guess fields from the RAP are

replaced with the new HRRR-Alaska (implemented

4 December 2018). However, the HRRR-Alaska was

not available for the time periods considered in this

study. The background, or first guess, for the Hawaii

(Puerto Rico) domain is derived from the most recent

forecast from the downscaled 3-kmNAMHawaii (Puerto

Rico) nest. Finally, the most recent forecast from the

HiRes Window ARW (Skamarock et al. 2008) com-

poses the background for the Guam domain.

The RTMA uses observations from 30min prior to

30min after the analysis time and has a data cutoff of

30min after the analysis time. Land-based surface ob-

servations include traditional surface observations such

as METARs and synoptic observations. RTMA also

takes in data from numerous mesonets, such as UrbaNet,

state/university sponsored mesonets (e.g., Oklahoma

Mesonet), Citizen Weather Observer Program (CWOP),

state Department of Transportation (DOT) RoadWeather

Information Systems (RWIS), and Remote Automated

Weather Stations (RAWS). Buoys, Coastal-Marine

Automated Network (C-MAN) platforms, and ships

provide sea-based surface and near-surface observa-

tions. Finally, satellite observations of sky cover come

from the GOES Imager (Gerth 2018), while ASCAT

andWindSat provide satellite observations of wind over

water. In addition, the RTMA assimilates satellite low-

level cloud drift winds over the oceans.

The RTMA system uses several quality control (QC)

checks to filter out observations of poor quality. The

gross error check compares the absolute value of the

errors (observation minus background), normalized by

the observation error, to a predetermined threshold.3

Values exceeding the predetermined threshold result

in a rejected observation. The gross error check is re-

laxed in regions of complex terrain where the back-

ground fields are often unable to resolve terrain-induced

features (e.g., valley cold pools). Fixed station reject lists

are also used for stations consistently reporting bad

observations. These fixed station reject lists can only be

updated during system upgrades and are therefore used

sparingly.Whilemesonet wind observations are rejected

by default from the CONUS analyses due to siting

concerns, these observations may be used if testing re-

veals the observation is of sufficient quality or the ob-

servations are from known, high-quality networks (e.g.,

universities). Variational (nonlinear) quality control is

used for temperature, pressure, specific humidity, and

wind and is designed to adjust the weight assigned to a

particular observation based on its fit to nearby obser-

vations and the background fields (Purser 2011, 2018). A

dynamic, manually updated, station blacklist is also

maintained to quickly remove problematic observations

that are not captured and handled by the automated QC

procedures. This list allows for any combination of ob-

servations of temperature, moisture, pressure, and wind

(including gusts) to be rejected from the analysis.

b. Experiment design

We seek to quantify the impact of missing observa-

tions from airports specified by the FAA, namely those

airports having ‘‘Part 139’’ certification (FAA 2019), on

the resulting RTMA analysis to help guide the possible

use of the RTMA in lieu of missing observations. Part

139 regulations require the FAA to issue operating

certificates to airports serving scheduled and unsched-

uled air carrier aircraft with greater than 30 seats, as well

as those serving scheduled air carrier aircraft with 10–30

seats. These regulations are designed to ensure safe air

travel. At the time of this study, there were 530 Part 139

qualifying airports: 484 in the CONUS, 25 inAlaska, 8 in

Hawaii, 3 in Puerto Rico, 1 in Guam, and 9 in the re-

maining U.S. territories.

The quality assessment is performed through the use

of retrospective, data-denial experiments spanning four

seasons and encompassing four domains: CONUS,

Alaska, Hawaii, and Puerto Rico. Retrospective ex-

periments are not run on the Guam domain due to the

existence of only one Part 139 qualifying airport located

within that region. Three experiments are performed:

the CONTROL, EXP, and NODA. The CONTROL

experiment assimilates all available, quality-controlled

observations, as would happen in the operationalRTMA.

The EXP experiment rejects observations from stations

on the list of Part 139 airports as a way to simulate the

impact on the RTMA of missing those observations.

While missing all Part 139 observations is a highly

3 The predetermined threshold varies by report type (e.g.,

METAR or mesonet), and is sensitive to the observation error,

which is not a static value for all stations in a particular network.
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unlikely scenario, such an event is not unprecedented

and has occurred in rare operational situations (e.g., a

network failure). Finally, the NODA experiment does

no data assimilation and corresponds to the background

field. NODA serves as the ‘‘worst case scenario’’ base-

line (i.e., no observations are assimilated). A compari-

son between the EXP and CONTROL experiments will

help quantify the degradation seen at the airports for

which observations are not available. If observations are

missing at an airport, they will likely be missing from the

RTMA as well. The retrospective periods each cover

two weeks of spring, summer, fall, and winter (Table 1).

For each retrospective period, the RTMA is initialized

at 0000 UTC on the preceding day to allow sufficient

time for the system to create an initial bias correction

field for the temperature analysis and to generate ana-

lyses used in the so-called first guess at appropriate time

procedure (FGAT; Lawless 2010). These additional

analysis cycles are not included in the quality assessment

results as they would be slightly degraded and not rep-

resentative of the operational RTMA product.

The retrospective runs utilize the most recent version

of the RTMA at the time of the assessment (version 2.7;

Carley et al. 2018), which went into operations at

1200 UTC 4 December 2018, along with the first guess

fields that were available in real time (with some ex-

ceptions). For instance, ceiling height was not analyzed

over the Alaska domain prior to the December 2017

implementation, so ceiling data were appended to the

downscaled RAP background for the summer 2017 and

fall 2017 retrospective periods in order to accommo-

date the ceiling height analysis. In addition, the NAM

downscaling procedure was rerun for the winter 2018

period as an obsolete terrain dataset was used to pro-

duce the operational real-time files.

3. Results

a. Ceiling

Low ceiling and visibility conditions place restrictions

on the rate of air traffic into and out of airports. For

instance, San Francisco, California, experiences fre-

quent low stratus events and accompanying low cloud

ceiling heights. This reduces the capacity for arrivals

at San Francisco International Airport (KSFO) due

to restrictions placed on parallel approaches (San

Francisco International Airport 2010). Although KSFO

is an airport with human augmentation (i.e., not sus-

ceptible to missing observations), the frequent low

ceiling heights makes this a good location to assess the

quality of RTMA ceiling analyses. Accurately pre-

dicting the clearing time is crucial for minimizing the

financial losses associated with delays, cancellations,

and diversions.

The overall quality of RTMA ceiling analyses across

all Part 139 airports is first assessed through the use of

boxplots, which provide a visual representation of the

range of analysis values stratified by METAR-observed

flight category (LIFR, IFR, MVFR, and VFR; Table 2).

Figure 2 shows the boxplots of ceiling for each experi-

ment, aggregated across all retrospective periods and

domains. Figure 2 reveals that the RTMA correctly

characterizes the majority of LIFR conditions in both

the CONTROL and NODA experiments as evidenced

by the full interquartile range (IQR) for these experi-

ments falling within the LIFR category. The EXP con-

figuration performs similarly, but is slightly degraded for

LIFR conditions as the IQR extends into the IFR range

at approximately the 62nd percentile. All experiments

feature a preponderance of outliers, indicating several

events where the RTMA struggled to capture the LIFR

event regardless of the configuration. Outliers are also

observed under IFR and MVFR conditions, which may

preclude the RTMA serving as a substitute for missing

ceiling observations at Part 139 airports. Under all low

ceiling categories (LIFR, IFR, and MVFR), EXP is

similar to NODA, but features slight degradation rela-

tive to CONTROL in the form of a larger IQR, which

indicates a greater variability in the range of analyzed

conditions for LIFR, IFR, and MVFR flight categories.

Little, if any, discernible trend is seen for the VFR flight

category.

While the boxplots (Fig. 2) provide results aggregated

across all stations, categorical statistics for dichotomous

events (Wilks 2011), namely two-dimensional station

maps of the percent change of critical success index

(CSI; Gilbert 1884), are used to identify regional pat-

terns in the analysis quality and identify stations where

the RTMA struggles in the absence of Part 139 obser-

vations. In this study, a low ceiling event occurs when the

ceiling value falls in a flight category at least as restric-

tive as the flight category being considered (Table 2). A

‘‘hit’’ occurs when a low ceiling event is both analyzed

and observed, a ‘‘false alarm’’ occurs when an event is

analyzed but not observed, a ‘‘miss’’ occurs when an

event is not analyzed but is observed, and a ‘‘correct

TABLE 1. Retrospective periods (i.e., seasons) used in the quality

assessment experiments.

Period Start End

Summer 2017 0000 UTC 27 Jun 2017 2300 UTC 10 Jul 2017

Fall 2017 0000 UTC 1 Oct 2017 2300 UTC 14 Oct 2017

Winter 2018 0000 UTC 1 Jan 2018 2300 UTC 14 Jan 2018

Spring 2018 0000 UTC 1 Apr 2018 2300 UTC 14 Apr 2018
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null’’ occurs when an event is neither analyzed nor ob-

served. For instance, when considering MVFR ceiling

heights, an observed ceiling height of 950 ft (IFR) and an

analyzed ceiling height of 450 ft (LIFR) corresponds to a

hit. Here, CSI and its associated percent change are

defined as

CSI5
hits

hits1misses1 false alarms
, (1)

percent change5
TEST2CONTROL

CONTROL
3 100%, (2)

where TEST can be either the NODA (skill loss or gain

associated with no assimilation) or EXP (skill loss or gain

from the missing Part 139 observations) experiment.

The maps are presented alongside the CSI values from

CONTROL, which serve as a baseline of the RTMA

performance with the full suite of observations assimi-

lated. Note that a station will only be plotted if at least 30

events were observed in a category that is at least as

restrictive as the one being considered.

Figure 3 presents station maps of ceiling statistics,

aggregated across all retrospective periods, which are

focused on central California and the San Francisco Bay

(a region that experiences frequent low ceiling events

that impact aircraft operations). There were 268 events

with ceilings # 3000 ft at KSFO during all periods.

Overall, the CSI scores in CONTROL improve as the

flight categories become less restrictive (e.g., moving

from LIFR to MVFR conditions), likely a result of the

observed events becoming more frequent in less restric-

tive categories. However, comparatively lower scores are

found at KSFO for each flight category. Under LIFR

TABLE 2. Flight categories for ceiling and visibility. Categories

at the top of the table are most restrictive. In aircraft operations,

the flight category would correspond to the most restrictive cate-

gory obtained when considering ceiling and visibility conditions.

However, in this work, the ceiling and visibility analyses are as-

sessed individually.

Flight category Ceiling (ft AGL) Visibility (mi)

Low instrument flight

rules (LIFR)

#500 #1

Instrument flight rules (IFR) 500 to #1000 1 to #3

Marginal visual flight

rules (MVFR)

1000 to #3000 3 to #5

Visual flight rules (VFR) .3000 .5

FIG. 2. Ceiling boxplots showing results aggregated across all retrospective periods and domains for each experiment. The boxplots are

stratified by the METAR-observed flight category, with dashed horizontal lines delineating these categories. The rectangle shows the

distribution between the first and third quartiles, while themedian is shownwith a red line. Note that ceiling values are capped at 10 000 ft,

and the observed sample size is provided above the boxplots. In a perfect system, the LIFR boxplot would be entirely contained below the

lowest dashed line at 500 ft.
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conditions, the CSI values in CONTROL are#0.7 at all

stations in the area shown, with a CSI of 0.2–0.3 at

KSFO. NODA is degraded relative to CONTROL at all

stations within the area shown, with degradations of

;10% seen at KSFO relative to the already low CSI

score in CONTROL. Similar degradations are seen at

KSFO in EXP, with degradations of up to 50% seen

elsewhere. Under IFR or more restrictive conditions

most stations exhibit a degradation of less than 25%

relative to CONTROL in NODA. EXP is degraded

relative to CONTROL at all stations, often by a smaller

magnitude than seen under LIFR conditions. Under

MVFR or more restrictive conditions, NODA is de-

graded relative to CONTROL by ;10% at all stations,

with a similar pattern seen in EXP.

Figure 3 also reveals a positive percent change at

KSFO for IFR conditions, indicating that CONTROL

has a lower CSI score than seen in NODA; similarly

EXP shows greater degradation than NODA. While

initially counterintuitive, this is a result associated with

the analysis of variables of a more discrete nature with

non-Gaussian error statistics. In a variational analysis

system employing only a climatologically specified back-

ground error, such as the RTMA, analysis increments

are spread to nearby grid points with the spatial extent

controlled by the decorrelation length (i.e., the back-

ground error covariance matrix). In the situations where

the assimilation of Part 139 observations appears to

degrade the analysis, nearby stations offer conflicting

ceiling information reflective of the highly localized

FIG. 3. Stationmaps of ceiling statistics aggregated across all retrospective periods, focused on the San Francisco Bay area in California;

note that all stations shown are Part 139 airports. (top) The CSI from the CONTROL experiment and (middle),(bottom) the percent

change of CSI relative to CONTROL for NODA and EXP, respectively.

JUNE 2020 MORR I S ET AL . 983

Brought to you by NOAA Central Library | Unauthenticated | Downloaded 06/02/21 04:53 PM UTC



nature of low ceiling events. Since the analysis system

assimilates all observations simultaneously, the resulting

analysis will be a compromise, raising the ceiling at one

location while lowering it at another. As an example,

imagine two nearby stations, one reporting a ceiling

height of 800 ft and the other reporting 15 000 ft. The

analysis value in this vicinity, assuming no other nearby

observations, could well be on the order of say 8000 ft.

The exact value will be determined by the background

field, background error model, observation errors,

and how far the pair is from the other observations.

The point here is that, in this hypothetical scenario,

the ceiling height analysis would indicate VFR con-

ditions at both stations despite IFR conditions oc-

curring at the former.

Taken together, the results suggest that the RTMA is

likely not a viable replacement for missing ceiling ob-

servations at Part 139 airports, unless future work is able

to show the outliers seen in Fig. 2 are dominated by a

small subset of Part 139 airports.

b. Visibility

Figure 4 shows the boxplots of visibility for each ex-

periment and reveals that low visibility events are less

frequent than low ceiling events as depicted in Fig. 2;

when considering LIFR conditions, there are 25 262

visibility events and 44 775 ceiling events, comprising

2.76% and 5.11% of the total observations, respec-

tively. Furthermore, EXP is unable to capture most

LIFR, IFR, and MVFR visibility events, with more

than half of the analysis values falling outside the

bounds of the respective flight category. EXP closely

mirrors NODA and is degraded relative to CONTROL

under LIFR, IFR, and MVFR conditions. The IQR

falls within the variability limits for all experiments

under VFR conditions, although the whiskers extend

beyond these limits in NODA. Given the poor per-

formance, the RTMA is likely not a suitable replace-

ment for missing visibility observations at Part 139

airports.

As was done for ceiling in section 3a, two-dimensional

station maps of the percent change of CSI are also used

to assess the quality of RTMA visibility analyses in the

vicinity of San Francisco, California (Fig. 5). Figure 5 re-

veals that, similar to ceiling, the CSI scores in CONTROL

improve as the flight category becomes less restrictive.

Under LIFR conditions, the CSI scores in CONTROL

are lower than those seen under LIFR ceiling condi-

tions, with the lowest score seen inMonterey, California

(KMRY). KSFO experienced fewer than 30 LIFR

FIG. 4. Visibility boxplots showing results aggregated across all retrospective periods and domains for each experiment. The boxplots

are stratified by theMETAR-observed flight category, with dashed horizontal lines delineating these categories. The observed sample size

is provided above the boxplots.
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visibility events during the entirety of this study and is

not plotted. NODA shows degradations between 25%

and 75% at all stations except for KMRY, which ex-

hibits higher CSI scores in NODA than in CONTROL,

similar to what was seen at KSFO for ceiling. Under IFR

or more restrictive conditions, all stations exhibit CSI

values, 0.7, including KSFO (0.3–0.4). Degradations of

;20% are seen at KSFO in NODA, with larger degra-

dations seen elsewhere. Under MVFR conditions, deg-

radations of 20% or greater are seen at all stations in

NODA, with smaller degradations seen at several sta-

tions in EXP, most notably at KSFO.

The statistics depicted in Figs. 4 and 5 demonstrate

that the RTMA system struggles to capture ongoing low

visibility events even when the observations are assim-

ilated. This is undoubtedly exacerbated by the fact that

such events are relatively rare and spatially discontinu-

ous which leads to visibility having non-Gaussian error

statistics. While recent strides have been made in the

RTMA analysis algorithm to improve assimilation of

non-Gaussian variables (Yang et al. 2018, 2019), these

results demonstrate that visibility remains a significant

challenge.

c. Temperature

Surface fields, such as 2-m temperature, are also

assessed using boxplots, which provide a visual repre-

sentation of the distribution of data and allow for

FIG. 5. Station maps of visibility statistics aggregated across all retrospective periods, focused on the San Francisco Bay area in

California; note that all stations shown are Part 139 airports. (top) The CSI from the CONTROL experiment and (middle),(bottom) the

percent change of CSI relative to CONTROL for NODA and EXP, respectively.
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comparisons among the various experiments. The sur-

face field boxplots in Fig. 6 depict the errors4 (i.e., test

minus observation) for a given observed value instead of

the full analyzed and observed values and are aggre-

gated across all retrospective periods over the CONUS,

Alaska, Hawaii, and Puerto Rico domains. A positive

(negative) value implies that the analysis or back-

ground is too warm (cold). Dashed horizontal lines

correspond to guidelines for acceptable variability

from the FAA (Table 3). These variability ranges are

interpreted here as limits for which the RTMA may be

able to serve as a substitute for missing Part 139

observations.

Figure 6 reveals that EXP offers slight improvement

relative to NODA over CONUS and Alaska, as evi-

denced by a narrower distribution. Little difference is

seen over Hawaii and Puerto Rico, though NODA (i.e.,

first guess fields) exhibits a slight cold bias over these

areas. This bias is reduced in EXP and CONTROL over

both domains. EXP is degraded relative to CONTROL

over all domains, as evidenced by larger IQR values, but

these differences are more substantial over Hawaii and

Puerto Rico than over CONUS and Alaska. These dif-

ferences are likely due to the Part 139 observations

comprising a larger portion of the overall observing

system through these smaller domains. Across all do-

mains, the whiskers5 and outliers extend beyond the

variability bounds in all experiments. Given these re-

sults, the RTMA is likely a suitable substitute for miss-

ing temperature observations at some Part 139 airports,

but future investigation of the aforementioned outliers

should be performed to identify stations where this is not

the case.

Diurnally aggregated time series plots of root-mean-

square error (RMSE; Fig. 7) and bias (Fig. 8) correspond

well with the fully aggregated boxplots (Fig. 6) by

showing the closest fit to Part 139 observations (i.e.,

lowest RMSE values) in the CONTROL experiment

over each domain. In Figs. 7 and 8, statistical significance

is tested at the 95% level using bootstrap confidence

intervals with replacement using 10 000 replications.

EXP has a roughly 0.58F lower RMSE value than

FIG. 6. Boxplots of 2-m temperature errors, showing results aggregated across all retrospective periods by domain. The observed sample

size is provided for each domain. Dashed horizontal lines correspond to variability values provided by the FAA (Table 3).

4While the term ‘‘error’’ is not strictly proper in this case, as it

implies the observations are truth and contain no error, we adopt

the term ‘‘error’’ here in the interest of brevity.

5 The upper whisker denotes the greatest error up to Q31 1.5IQR,

while the lowerwhisker denotes the lowest error down toQ12 1.5IQR,

where Q1 and Q3 are the 25th and 75th percentiles, respectively.

986 WEATHER AND FORECAST ING VOLUME 35

Brought to you by NOAA Central Library | Unauthenticated | Downloaded 06/02/21 04:53 PM UTC



NODA over CONUS and Alaska, which is statistically

significant. This is consistent with the narrower distri-

bution relative to NODA seen in Fig. 6 and is likely a

result of the influence of nearby observations (e.g.,

mesonet observations) adjusting the first guess fields and

improving the analysis even in the absence of the Part

139 observations. Relative to CONTROL, EXP is de-

graded by a comparable magnitude, with larger degra-

dations seen over Hawaii and Puerto Rico.

Figure 8 reveals only minor differences in the temper-

ature bias between CONTROL and EXP over CONUS

and Alaska. A notable cold bias is seen in NODA

over Hawaii between roughly 1700 and 0800 UTC (up

to 22.08F) with a slight cold bias (;20.258F) at the re-

maining analysis hours. Bias values in EXP move in the

positive direction when compared against NODA for all

analysis hours except between 2000 and 2200UTC. EXP

also introduces a slight warm bias (less than 0.58F)
between 0400 and 1700 UTC. Despite this pattern in

bias, little, if any, discernible diurnal trends are seen in

the RMSE values over Hawaii (Fig. 7). Over Puerto

Rico, the RMSEs for NODA and EXP increase mark-

edly after 1100 UTC to approximately 3.08F. This pat-
tern is likely in response to an increased cold bias (up

to 22.58F) in NODA beginning around 1100 UTC

(Fig. 8). This bias is reduced in magnitude for the re-

maining experiments, with more notable improvements

seen in CONTROL, even though CONTROL has a

slight cold bias when the bias in NODA is greatest in

magnitude.

Based upon statistics aggregated by region and aver-

aged over all times (Fig. 6), it appears that 2-m tem-

perature is a suitable replacement for a subset of Part 139

observations. However, upon investigating each region

as a function of the time of day, regional variations can

FIG. 7. Time series plots of temperature RMSE across all retrospective periods by domain. The number of analysis

cycles reporting temperature observations for a given cycle hour is provided above the time series for each domain. Small

discrepancies are a result of missing observations and/or input data, and thus no assessment could be performed for those

cycles. The shaded area for each experiment corresponds to bootstrapped (n 5 10 000) 95% confidence intervals.

TABLE 3. Quality assessment guidelines obtained from the FAA.

These variability guidelines are largely based off of performance

standards for nonfederal AWOS stations.

Observed element Category Variability

Temperature 2408 to 1208F 628F
Pressurea 28.5 to 31.5 in. Hg 60.02 in. Hg

Wind speed Calm to 15 kt 63 kt

16 to 40 kt 65 kt

a Alternatively, the category limits for pressure are approximately

965.1–1066.7 hPa, while the variability limits are roughly60.68 hPa.
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be considerable, most notably over Puerto Rico. We

hypothesize that a number of outliers seen in Fig. 6 cor-

respond to stations from regions characterized by strong

diurnal variability and/or stations that are somewhat

isolated with relatively few nearby mesonet observations

(e.g., Tyndall and Horel 2013). Investigation of this hy-

pothesis is the subject of a planned follow-on project.

d. Surface pressure

Accurate observations of atmospheric pressure are

critical in ensuring aircraft safety during takeoff and

landing and are used to adjust the altimeter setting.

Boxplots of surface pressure errors (Fig. 9) reveal a

substantial low median bias in NODA over Alaska,

Hawaii, and Puerto Rico with more than half of the

errors in Hawaii and Puerto Rico exceeding the vari-

ability guidelines specified in Table 3. It is noted that

these three regions are characterized by complex ter-

rain. EXP offers little, if any, improvement over Hawaii

and Puerto Rico relative to NODA, with more notable

improvements seen over Alaska.

The bias is markedly reduced over each domain when

considering the CONTROL experiment. Although the

overall bias in NODA is neutral over the CONUS,

biases likely exist in regions of complex terrain. EXP

is clearly degraded relative to CONTROL over each

domain, as seen through wider boxplots and, in some

cases, increased bias. These results suggest that the

RTMA may be a suitable replacement for missing

surface pressure observations in areas of noncomplex

terrain.

e. Wind speed

Wind speed observations pose a unique quality con-

trol challenge in the RTMA. Most observations used in

the RTMA are not located on the grounds of an airport

or an otherwise flat, open environment. Many observa-

tions, especially mesonet observations near Part 139

airports, are located in urban or suburban environments.

The term ‘‘mesonet’’ refers to a combination of multiple

platforms ranging from stations provided by weather

enthusiasts to high-quality university-sponsored net-

works. University networks notwithstanding, mesonet

observations typically have little metadata and are

often sited in nonstandard ways that can introduce bia-

ses in the resulting analysis. For instance, the RTMA

assumes a priori that all wind observations are taken at a

height of 10m AGL. Even a casual surveying of obser-

vations used in a typical analysis shows that this is not

the case as most are taken closer to the ground. In

addition, wind speed observations have been shown to

be more sensitive to nearby trees and buildings than

FIG. 8. As in Fig. 7, but for temperature bias.
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observations of other variables (Fujita and Wakimoto

1982). Nearby obstructions and wind sensor heights

of ,10m AGL combine to result in wind speed obser-

vations from these stations that are often much lower

than those at airports or the background field at the

relevant location. The assimilation of these observa-

tions often results in a wind speed analysis that has a low

bias when compared to METAR/airport observations.

Research is underway to obtain a more thorough set

of metadata, advance the observation operator, and

enhance quality control to address this outstanding

challenge.

Boxplots of wind speed errors are stratified based

on the observed wind speed, with observed wind

speeds # 15kt (1 kt ’ 0.51m s21) plotted in Fig. 10 and

observed wind speeds . 15kt plotted in Fig. 11. The

boxplots are stratified according to different variability

values in guidelines from the FAA (Table 3): 63 kt for

wind speeds # 15kt and 65 kt for wind speeds . 15kt.

When wind speeds are#15kt, the median overall bias

in NODA is neutral over the Alaska and Hawaii do-

mains, slightly low over CONUS (;21 kt) and slightly

high over Puerto Rico (;1.5 kt; Fig. 10). An enhanced

low bias is introduced in EXP relative to NODAover all

domains except for Puerto Rico due to the assimilation

of mesonet observations from networks with nonstan-

dard instrument siting, which tend to impart a low wind

speed bias and reduce analyzed wind speeds in the sur-

rounding areas. Note that there are far fewer mesonet

observations over the Alaska, Hawaii, and Puerto Rico

domains than over CONUS, resulting in smaller reduc-

tions in the background wind speeds over those do-

mains. A slight high bias (less than 1kt) is evident in

EXP over Puerto Rico, perhaps due to the limited

number of mesonet observations within the domain,

resulting in more of a carryover of the high bias in the

background (as noted in NODA). CONTROL has a

narrower distribution than EXP over all domains, with a

slightly reduced median bias over the CONUS and

Alaska domains.

When wind speeds . 15kt are observed (Fig. 11) a

larger low bias (i.e., more negative) is seen in NODA

across all domains relative to cases when winds are#15kt.

This bias is exacerbated in EXP due to the impact of

surrounding nonstandard mesonet observations. For

instance, over CONUS, the median value for all exper-

iments is below the minimum variability value of 25 kt

(i.e., more than half of the errors are greater than 5kt in

magnitude). Overall, the IQR for CONTROL is similar

to that seen in NODA over all domains except over

FIG. 9. Boxplots of surface pressure errors, showing results aggregated across all retrospective periods by domain. The observed sample

size is provided for each domain. Dashed horizontal lines correspond to variability values provided by the FAA (Table 3).
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Puerto Rico, where notable improvements are seen

in CONTROL relative to NODA. CONTROL has a

narrower distribution than EXP over all domains,

most notably over Puerto Rico where EXP shows more

negative bias than CONTROL. Overall, the boxplots

(Figs. 10, 11) suggest that the RTMA may be a suitable

replacement for missing wind speed observations

of #15kt, but not for stronger wind speeds.

Time series plots of wind speed RMSE over the

CONUS, Alaska, Hawaii, and Puerto Rico domains,

aggregated across all retrospective periods, are shown in

Fig. 12. Over CONUS, the RMSE in NODA is no more

than 4kt for all analysis hours. EXP has a roughly 1 kt

higher RMSE than NODA that is statistically signifi-

cant, showing the wind speed analysis in EXP is de-

graded relative to NODA in the absence of Part 139

observations while also highlighting the negative influ-

ence of nearby mesonet observations. CONTROL of-

fers minor improvements relative to NODA between

0000 and 1500 UTC, with little difference for the re-

maining hours. Over Alaska, the RMSE in NODA is

roughly 4 kt for all analysis hours. CONTROL offers

more substantial improvements in RMSE relative to

NODA over Alaska of roughly 1 kt and is statistically

significant. Consistent with CONUS, EXP has a some-

what higherRMSE thanNODAatmost hours, although

this difference is smaller in magnitude than seen

over CONUS.

Over Hawaii, the RMSE in NODA is slightly greater

than that seen over CONUS, with these values generally

around or slightly above 4 kt. Consistent with patterns

seen over CONUS and Alaska, the RMSE in EXP is

somewhat higher than in NODA, or nearly equivalent,

at all analysis hours. The RMSE in CONTROL is sta-

tistically significantly lower than in NODA and EXP at

all analysis hours. Over Puerto Rico, the RMSEs asso-

ciated with NODAandEXP are less distinguishable and

generally not statistically significantly different. The

RMSE values seen in CONTROL are lower than in both

NODA and EXP by about 2 kt, which is statistically

significant.

Time series plots of the wind speed bias shown in

Fig. 13 reveal a slight low wind speed bias (0.5–1.5 kt) in

NODA over the CONUS domain, with this bias wors-

ened in EXP by roughly 2 kt when all non–Part 139

observations are assimilated. When Part 139 observa-

tions are included in the CONTROL the bias is im-

proved relative to EXP by 0.5–1 kt, though still more

FIG. 10. Boxplots of wind speed errors, showing results aggregated across all retrospective periods by domain, when wind speeds# 15 kt

are observed. The observed sample size is provided for each domain. Dashed horizontal lines correspond to variability values provided by

the FAA (Table 3).
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negative than NODA. This behavior is consistent with

that seen in Figs. 11 and 12, which suggests that the as-

similation of mesonet observations introduces a nega-

tive wind speed bias relative to Part 139 observations.

The assimilation of the Part 139 observations clearly

decreases this bias, but it is still present when compared

to NODA. Over Alaska, the pattern in bias and the

differences across experiments mirrors that seen in

CONUS. The only exceptions are that the bias is slightly

closer to zero and there is less separation between EXP

and CONTROL.

The pattern seen in the bias over Hawaii follows the

pattern of the RMSE seen in Fig. 12; in other words, the

hours with the least (most) negative bias also have

the lowest (highest) RMSE values. Over Puerto Rico,

the bias in NODA and EXP is negative (up to 1.5 kt)

from roughly 1400 to 2200 UTC, while the bias is posi-

tive (up to 3.5 kt) outside these times. Despite the di-

urnal pattern in the bias, little discernible pattern is seen

in the RMSE over Puerto Rico (Fig. 12). The transient

convective nature of the winds in tropical domains

(Hawaii and Puerto Rico) likely contributes to the di-

urnal variability seen in the RMSE and bias scores on

those domains. The time series (Figs. 12, 13) reinforce

the conclusions drawn from the boxplots (Figs. 10, 11),

namely that the RTMA may be a suitable replacement

for missing wind speed observations of #15 kt.

While the boxplots in Figs. 10 and 11 and time series in

Figs. 12 and 13 provide results aggregated over the en-

tire domain, the station maps of wind speed statistics,

such as those shown in Fig. 14 over the southern Plains,

facilitate a detailed analysis of the spatial variability

across stations. CONTROL has a low wind speed bias at

all stations within the area shown in Fig. 14 due to the

assimilation of mesonet observations, with this bias in

excess of 21kt at many stations (more negative), con-

sistent with prior analysis seen in the boxplots and time

series. A larger low bias (greater than 3kt) is seen in

major cities, such as Dallas (boxed region, Fig. 14), San

Antonio, Texas (KSAT), and Tulsa, Oklahoma (KTUL).

To characterize the portion of the RMSE not attrib-

utable to the aforementioned low wind speed bias,

RMSE statistics are recomputed by removing the in-

fluence of the bias at each station through the use of a

bias-corrected RMSE (BCRMSE):

BCRMSE5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
RMSE2

2 bias2
q

. (3)

The BCRMSE in CONTROL is .1.5 kt at all stations

within the area depicted in Fig. 14, with values . 3 kt

FIG. 11. As in Fig. 10, but when wind speeds . 15 kt are observed.
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seen in the Dallas, Texas, metro area as well as at KSAT

and KTUL. The percent change plots for BCRMSE will

generally be positive at most stations since CONTROL

will tend to have a lower BCRMSE compared to NODA

and EXP [Eq. (2)]. This holds true in NODA at the

majority of stations in Fig. 14, with many stations having

degradations of greater than 25% (i.e., increased BCRMSE

in NODA versus CONTROL). However, there are in-

stances for which NODA has lower BCRMSE scores than

CONTROL, such as over the Dallas–Fort Worth met-

roplex (boxed area), where Dallas Love Field Airport

(KDAL), Dallas–Fort Worth International Airport

(KDFW), Fort Worth Alliance Airport (KAFW), and

FortWorthMeacham InternationalAirport (KFTW) all

exhibit negative percent changes. Similar patterns are

seen in other metropolitan areas, such as Austin, Texas

(KAUS), KSAT, and KTUL. EXP is degraded relative

to CONTROL at all stations in the area shown, with

smaller degradations of less than 25% (blue shading)

seen in areas where there is likely more widespread

coverage of mesonet observations (e.g., Dallas–Fort

Worth, Oklahoma City, and Tulsa).

The degradation in wind speed seen in EXP relative to

NODA (Figs. 12, 13) is in response to the overwhelming

influence of nonstandard mesonet observations. This

impact is also seen in Fig. 14 where NODA features

lower BCRMSE in metropolitan areas compared to

CONTROL owing to the influence of nearby mesonet

stations having nonstandard instrument siting. Despite

these limitations, the results suggest that the RTMA

may be a suitable replacement for missing Part 139 ob-

servations when wind speeds # 15kt are observed, but

caution should be exercised for stronger winds . 15 kt.

4. Summary and discussion

Since 2015, EMC has provided temperature pseudo-

observations derived from the Real-Time Mesoscale

Analysis (RTMA) at airport locations throughout the

United States in order to minimize the impacts of

missing temperature observations on the nation’s avia-

tion industry. This work presents a quality assessment of

the RTMA to evaluate the current quality of the 2-m

temperature analysis while also providing a basis for

FIG. 12. Time series plots of wind speed RMSE across all retrospective periods by domain. The number

of analysis cycles reporting wind speed observations for a given cycle hour is provided above the time series for

each domain. The shaded area for each experiment corresponds to bootstrapped (n 5 10 000) 95% confidence

intervals.
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extending the pseudo-observation capability for other

weather observations, including surface pressure, 10-m

wind, ceiling, and visibility.

The quality assessment is performed via retrospective,

data-denial experiments that span two weeks for each

season (Table 1) and are run over the CONUS, Alaska,

Hawaii, and Puerto Rico domains. Three experiments

are performed: 1) the CONTROL experiment assimi-

lates all available, quality-controlled observations as in

operations, 2) the EXP experiment rejects observations

from Part 139 airports, but is otherwise configured

similarly to CONTROL, and 3) NODA represents the

first guess, or background, fields that are used in the

analysis procedure.

Key findings from the quality assessment are sum-

marized in Table 4. When considering ceiling, high

analysis outliers are seen in the boxplots aggregated

across all domains. For example, there are instances in

which the RTMA reports VFR conditions when in ac-

tuality LIFR conditions are observed. These outliers will

likely preclude the RTMA serving in lieu of missing

ceiling observations on all domains, unless future work

is able to show that the aforementioned outliers are

dominated by a small subset of stations which may allow

station-specific refinement.

The results of this study reveal that RTMA struggles

to capture low visibility events more so than for ceiling,

with EXP failing to capture more than half of the ob-

served LIFR, IFR, and MVFR visibility events. The

poor performance noted above suggests that the RTMA

should not be considered a viable substitute for missing

visibility observations across all domains.

In terms of 2-m temperature, outliers are seen across all

domains (Fig. 6), as well as degradations in EXP relative

to CONTROL over all domains, most notably over

Hawaii and Puerto Rico. Diurnal variations are seen in

the RMSE and bias over Puerto Rico, with bias magni-

tudes higher overall than seen over CONUS and Alaska.

The degradations seen in EXP relative to CONTROL

are expected and the errors generally remain within the

FAA threshold. Taken together, these results suggest

that the RTMA is likely a suitable substitute for missing

2-m temperature observations for at least a subset of

airports throughout CONUS andAlaska, although future

investigation of the aforementioned outliers should be

performed to determine if particular stations should be

excluded from the airport status list. Furthermore, cau-

tion should be exercised when using the RTMA in lieu of

missing temperature observations in Hawaii and Puerto

Rico if RMSEs approaching 38F are intolerable.

FIG. 13. As in Fig. 12, but for wind speed bias.
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When considering surface pressure, the boxplots

(Fig. 9) revealed a notable low bias in NODA over the

Alaska, Hawaii, and Puerto Rico domains, with little to

no improvement seen in EXP over Hawaii and Puerto

Rico. Little overall bias was seen over CONUS, al-

though local biases likely exist in regions of complex

terrain. These results suggest that the RTMA may be a

suitable substitute for missing surface pressure obser-

vations, provided the terrain is locally flat.

In terms of wind speed, Fig. 10 shows that NODA

has a neutral bias over Alaska and Hawaii, a negative

bias over CONUS, and a positive bias over Puerto Rico

when considering observed wind speeds # 15kt. The

negative bias is exacerbated in EXP on all domains ex-

cept over Puerto Rico, which is in response to the as-

similation of mesonet observations, which, with the

exception of university-sponsored mesonets, are noted

to have no uniform standards for instrument siting, are

typically most dense in metropolitan areas, and subse-

quently introduce a low wind speed bias in the analysis

(e.g., Fig. 14). Despite this, the median errors fall within

the FAA guidelines (Table 3) for wind speeds # 15kt.

For stronger wind speeds (Fig. 11), there is a larger

(more negative) low bias in NODA across all domains,

with this bias worsened in EXP (owing to the assimila-

tion of mesonet data); CONTROL has a narrower dis-

tribution relative to EXP over all domains.

Aggregating wind statistics by time of day shows

higher RMSE values in EXP relative to NODA over

CONUS and Alaska at all times of the day (Fig. 12).

The maximum RMSE scores in EXP are similar across

all domains, although a diurnal pattern is seen on both

the Hawaii and Puerto Rico domains. Taken together,

these results imply that the RTMA may be a suitable

FIG. 14. Station maps of (a) wind speed bias and (b) bias-corrected RMSE for CONTROL, along with bias-

corrected RMSE percent change for (c) NODAand (d) EXP. The red box shows the location of four airports in the

Dallas–Fort Worth metroplex, namely KDAL, KDFW, KAFW, and KFTW. Note that all stations shown are Part

139 airports.
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substitute for missing wind speed observations when

wind speeds # 15kt are considered, but stakeholders

should be cautious when using the RTMA in cases of

stronger wind speeds.

The results of this study represent a highly unlikely

scenario, in which all observations from Part 139 air-

ports are denied from the RTMA analysis. In all likeli-

hood, missing observations would be confined to a much

smaller subset of airports. Future work could be per-

formed to withhold observations from a small, rep-

resentative subset of hypothetically missing airports

(e.g., coastal, mountainous, urban, and rural regions).

The quality of the RTMA could also be assessed on

‘‘fair’’ weather days using the existing retrospective

data, which would involve computing sensible weather

statistics only for the observations in which the observed

ceiling and visibility are within the VFR flight category.

Another area of focus is the moisture analysis, which

is performed by considering specific humidity rather

than dewpoint temperature; thus, future work could

leverage these retrospective experiments to evaluate

the quality of the derived dewpoint analysis relative to

criteria specified by the FAA. Last, as the current 2D

version of the RTMA (2DRTMA) will soon be replaced

with a 3D version (3DRTMA), it would be worthwhile

to perform a similar quality assessment on a prototype

version of the 3DRTMA as was performed for the

2DRTMA, and compare the results between the two

systems.
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warranted
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